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Resource(Constrained(Networks(
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•  New(ish))class)of)networks)

‒  Mul.ple(class(of(devices(

‒  Most(devices(with(extremely(low(compu.ng(resources(
(1@8(kB(RAM/ROM,(2@16(MHz))

•  Low4power)lossy)channels)

-  802.15.4,(DECT,(Bluetooth…(

-  Small(frame(sizes(–(need(for(adapta.on(layers(

Introduc.on(
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Internet(of(Things(
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)

• Large4scale)deployment)of)objects)

‒  Wireless(&(embedded(sensors(

‒  RFID(

‒  Actuators(

• Interac=on)and)coopera=on)
amongst)objects)

• Varied)applica=on)domains)
-  Logis.cs,(transport,(vehicles(
-  Smart(metering,(AMI(
-  Health,(environment(

• End4to4end)IP)connec=vity)

Introduc.on(
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Billions'of'Devices!'
How)do)we)manage)them?)

How)to)find)them?)

Varied'Capabili5es!'
Describing)services?)
Discovering)services?)



Protocols(for(the(Internet(of(Things(
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•  Founda=ons)

‒  6LoWPAN(

‒  RPL)

•  Management)
-  SNMP(

-  NetConf(
-  RESTConf(

•  Security)

-  DTLS(
-  Applica=on)Layer)

-  CoAP(

Wait)a)minute,)no)one)said)how)to)
discover)the)devices)or)services!)

!  IETF(CoRE(working(group(decides(to(tackle(
service(descrip.on(problem(

!  Mean.me,(OMA(creates(LwM2M(

CoRE)–)CoAP)
"  Capabili.es(of(each(device(described(at(well(

known(URI(

OMA)LwM2M)
"  Adopt(CoAP(to(manage(embedded(devices(
"  Create(a(registry(of(all(devices(



Are(we(was.ng(effort?(
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But)we)have)end4to4end)IP)–)why)not)reuse)popular)IP)based)methods?)
)

A)central)registry)–)lots)of)state)informa=on!)
)

DNS)Service)Discovery)&)Mul=cast)DNS)(Bonjour))

Introduc.on(



DNS(Service(Discovery((DNS@SD)(
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Our(Approach(

1.   Register,)browse)and)resolve)service)names)to)DNS)host)names.)
2.   Every)host)(or)DNS)server))maintains)its)own)registry.)
3.   The)SRV)record)is)used.)

<Instance>.<Service>.<Domain>)
4.   TXT)record)contains)service)specific)informa=on.)
5.   PTR)queries)for)<Service>.Domain)used)to)discover)services.)
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Search'for'HTTP'servers'at'a'domain'

PTR(query(for(_h*p._tcp.google.com(



Mul.cast(DNS((mDNS)(

25/06/14( Service(Discovery(in(Resource(Constrained(Networks(

Our(Approach(

1.   Uses)DNS)over)a)mul=cast)group)([FF02::FB]:5353).)
2.   No)central)DNS)server.)
3.   Every)node)monitors)group)for)queries.)
4.   Responses)are)broadcast)to)the)group.)
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Search'for'HTTP'servers'in'local'domain'

PTR(query(for(_h*p._tcp.local(



Implementa.on(
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Our(Approach(
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mDNS(Responder(

mDNS(Querier(

mDNS(Listener(

mDNS'Service'Applica3ons6

Web(Server(
(PTR,(SRV,(TXT)(

(

Syslog(
(PTR,(SRV,(TXT)(

(

6Netw
ork6

Neighborhood6

Service6
Registra3on6

Service6
Query6

@  Developed(for(Con.ki(2.5(OS(
@  Used(the(AVR(Raven(plaform(for(development(
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6LoWPAN(/(
IEEE(802.15.4(

mDNS%
HTTP%
Syslog%

Avahi%
Wireshark%
6LoWPAN%Rou;ng%
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Figure 7: DNS packet screenshot from successful service advertisement

phase, more details on the testing and on Wireshark are given in section 7. The first
PTR record has the name “_services._dns-sd._udp.local” which means that this is
an answer to the meta query described in section 5.1 that is used for finding out
the types of the offered services. So the first PTR record in the Rdata section has
to contain the name of the type of the service in case this is the first advertisement
of a service from that type on the network. In the example the Rdata of the first
PTR record is set to “_http._tcp.local”, which is the type for web service. The
second PTR’s name is the type of the service that was in the Rdata of the first PTR
i.e. “_http._tcp.local” and the Rdata of this PTR record has to contain the instance
name of the offered service, in the example “My Website._http._tcp.local”. At this
point the receiver of these records would have found out that there is a web service
type on the network and somewhere someone offers an instance of this type of
service. So next would be to answer the who and where questions and for this
purpose we have the SRV,TXT and AAAA records that give information about the
host of the service, the service and the location of the service. The SRV record’s
name is the instance name from the second PTR and the SRV record in its Rdata
gives information about the host of that instance i.e. the port where this instance
can be accessed on the host and the host name indicated as target. In the example
the target is “mote.local”. Additionally the TXT record again having the name of
the instance introduces possible additional information, in its Rdata, for the service
instance. Finally there is the AAAA record that contains the location i.e. the IPv6
address of the target from the SRV record.

You may have noticed the transitional property i.e. how the PTR and SRV records
introduce some new data in their Rdata fields and then we get another resource
record that gives additional information about the previous data. This is no co-
incidence and in order to indicate completeness i.e. close the transition loop two
additional NSEC records are included, one for the service instance branch and one
for the target. However the testing phase has shown that the service is being regis-
tered by service discovery applications with or without the NSEC records.
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Figure 10: Successful advertisement of _http._tcp type of service on tap0

7.2 avr-raven

The code was compiled and uploaded to the avr-raven only at a point when the
testing for the minimal-net was successful. Since the minimal-net simulates the
avr-raven platform as closely as possible but not entirely, when compiling for the
TARGET avr-raven some of the things may be different and thus the result needs
to be tested using the same tools as previously i.e Wireshark and Avahi.

When the code for the successful service advertisement was compiled for the avr-
raven platform and uploaded to the mote the only difference in the result was in
the AAAA record i.e. the way the IPv6 address is obtained on the mote is different
and thus this resulted in all zero fields for the address in this record. This problem
was fixed by using the following code for obtaining the IPv6 address.

uip_ds6_addr_t *myaddr;
myaddr = uip_ds6_get_global(ADDR_PREFERRED);
if(myaddr != NULL){
PRINTF("Global address: ");
PRINT6ADDR(&myaddr->ipaddr);
PRINTF("\n");

}else{
PRINTF("No Global Address\n");

}

The application for processing received packets was not tested on the mote due
to the way this application was tested earlier which is described in the previous
section. Namely the output produced by the printf statements is too long to be
redirected and displayed on the mote’s screen.
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Results(

)

•  Rela=vely)low)resource)usage)on)the)target)device.)

•  Integrates)well)with)the)exis=ng)Internet)infrastructure.(
)

mDNS)(HTTP,)Syslog)) mDNS)(Incoming)Queries)) Con=ki)

Flash( 7.2(kB( 3.6(kB( 27.3(kB(

RAM( 0.2(kB( 0.7(kB( 10.7(kB(
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Room'for'further'op5miza5on'
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•  Resource)constrained)networks)require)service)and)
device)discovery)

•  CoAP)and)OMA)LwM2M)solve)this)problem,)but)not)in)
an)Internet)standard)way)

•  Maintaining)registries)at)IoT)scale)is)not)op=mal)

•  mDNS)with)DNS4SD)provides)a)good)Internet)standard)
way)of)discovering)devices)and)resources,)even)for)
resource)constrained)networks)
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Thank(you(for(your(agen.on!(
Ques.ons?(
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